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Before Beginning
Aim of this document
This document is written by EMC² to provide methodology for DRP (Disaster Recovery Plan) SRDF.
 

Audience
This document is strictly intended to the various technical speakers of Europcar. 
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1. Context
We have a configuration with a server having two nodes. The node number 1 is located at room GH2 and the second at room GH1.
The node number 1 will be the “production node” with its volumes in R1 mode (room GH2) and the second node will be the backup with its volumes in R2 mode (room GH1)
2. DRP
In this document, we will establish the procedure in the case of the followings breakdowns: 

· Site Failure : SRDF Communication lost 
· Site Failure : SRDF Communication lost  and one site goes down
· Complete Site Failure
2.1 Site Failure: SRDF Communication lost
2.1.1 Context
Initially the production is running on the node number 1, the backup is idle.

	Node 1
	Node 2

	Production
	Backup


2.1.2 Checking
SRDF communication status :
· Check the status of the Remote Adapter :  
· symrdf –sid 961 ping et symrdf –sid 946 ping

We note that the link is broken
· check the status of the volume in each group.:
· Symdg list  (give the listing of all the groups)
· Symrdf –g <group name> query
We see that all the volume have the “Partitionned” status.

Remark: There is not production interruption in this case. Nothing to do.
2.1.3  Process
reestablish the SRDF link:
The synchronization is automatically done from R1 to R2..
· We check this item by writing this command:
· Symrdf –g <group name> query
· The status will changed to “sync in progress”.
Remark :at the end of the synchronization, the status will be “Synchronized” which is the normal state. 
2.2 Site Failure : SRDF Communication lost and one site goes down
2.2.1 Context

We are in the case of the network is running but SRDF link is down and production server is out of order.
	Node 1
	Node 2

	Production
	Backup


2.2.2 Checking
· Check the status of volumes:
· Connect to the node number 2
· Symrdf –g <group name> query
· We must have the volume with the « partitionned “ status
· Do a « failover » via this command:
· Symrdf –g <group name> failover –nop
If the overbalance has been ready, we must have a “failover” status with the R1 in “wd” (write disable) mode and the R2 in “rw” (read write) mode
· Symrdf –g <group name> query
· If the overbalance is not ready, the status of the previous command stays in « partitioned” status.
· So, we must to force the overbalance:
· Symrdf –g <group name> rw_enable R2
· Put the R1 in « wd » status :
· Symrdf –g <group name> write_disable R1 (this command must be executed with a « Solution Enabler administration console » having access to the two DMX with SAN connecting and no SRDF connection.)
· Restart the production on node number 2:
Two cases could happen:

· The production restart ( nothing to do.
· The production doesn’t restart ( we must restore the backup on node number 2. 
2.2.3 Process
Reestablish the SRDF link and the production server:
The production has been running since a long time on the backup server. We mustn’t do a failback, because the time of the synchronization from R2 to R1 will be too long and during this step the production will be unavailable.

· Connected to the node number 2 and check the status of the « Remote Adapter” and volume. 
· Check the status of « Remote Adapter » :  
· symrdf –sid 946 ping and symrdf –sid 961 ping

· we must have a « quick ping » that means that the “Remote Adapter” is ready
· check the status of the volumes in each group
· Symdg list  (give all the listing group)
· Symrdf –g <group name> query
· The status of the SRDF link must be “failover”
We have two potentially choice:
· Do an update, then a « failback » (strongly reduce unavalibility of service)
· Swap from R2 to R1

First choice:

If we choose to do an update then a failback :
· To update the R1 , execute this command:
· Symrdf –g <group name> update

To do a « failback » in order to make the production on the node number 1:
· Stop the production on the node number 2 (power off the server is the best choice because we are sure that there is not disk access but it is not mandatory)
· Do the « failback » with this command:
· Symrdf –g <group name> failback
· Restart services on the node number 1, the production will restart.
Second choice:

If we want no service interruption, we will transform the R2 in R1. we must do a swap R1/R2

SRDF Link must be up, this item have been check before.
R1 must in « wd » mode and the R2 in “rw” mode. 
The status must be “failover” or “suspended”
· We use this command:

· Symrdf –g <group name> –all –refresh R1  (the option  « –refresh R1 » do a synchronisation from R2 to R1 and transform definitively the R2 in R1.
· If nevertheless we want to come back the production on the node number 1 :
· Do a « failover » toward the node number 1, then a new swap.

2.3 Total Site Failure 
2.3.1 Context
In this case, we have not SRDF link, no production server and not network.
2.3.2 Checking
The goal of the procedure is to restart services on the server running on the backup site (GH1).
2.3.3 Process
The process applied is : create a disk group, identify all the R2 of the symmetrix, put the « rw » status for all the R2  then restart the servers and their services.
· Connect to Administation server 

· Create the “disk group”
· symdg –type RDF2 create <group name>
· Identify the R2 on the Symmetrix in GH1 
· Command : symdev –R2 list
· Integrate the identified R2 in the group 
· Command : symld –g <group name> add dev <sym device name>
· Put the « rw » status for all the R2 of the group
· Command : Symrdf –g <group name> rw_enable R2
Now we can restart the servers on the R2.

If the services don’t start, we must restore the R2 corrupted.
2.4 Return on the R1 
This case is depending of the previous case – see item 2.3.
· Stop the production on the R2
· Unmount the R2
· Start the command: symrdf –g [nom du groupe] restore
· Two choices:

1) Wait the end of the full synchronisation then restart on the R1.
2) Wait the end of the previous execution command (return code 0) then restart on the R1.
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